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Abstract— The generalization performances of the Back Propagation Multi-Layer Perceptron (BPMLP) 

and the Radial Basis Function (RBF) neural networks were compared together by resorting to several sets of 

experimental data collected from a pilot scale packed absorption column. The experimental data were obtained 

from an 11 cm diameter packed tower filled with 1.8 m ¼ inch ceramic Rashig rings. The column was used for 

separation of carbon dioxide from air using various concentrations and flow rates of Di-Ethanol Amine (DEA) 

and Methyl Di-Ethanol Amine (MDEA) solutions. Two in-house efficient algorithms were employed for opti-

mal training of both neural networks. The simulation results indicated that the RBF networks can perform more 

adequately than the MLP networks for filtering the noise (measurement errors) and capturing the true underly-

ing trend which is essential for a reliable generalization performance. 

Index Terms— Multi-Layer Perceptron; Packed absorption column; neural networks; Rashig rings 

——————————      —————————— 
1 INTRODUCTION       

                                                               
HE Separation of carbon dioxide from air and var-

ious industrial gases is essential from both opera-

tional and environmental views. For example, CO2 

must be separated from natural gas to increase its 

heating value or carbon dioxide is usually extracted 

from various flue gases in beverage industry. To re-

duce global warming, CO2 should be also removed 

from industrial flue gases before exhausting them to 

atmosphere. In many practical applications, the natu-

ral gas contains around five percent carbon dioxide 

 (e.g. Iranian Mozduran sour natural gas contains 

6.5% CO2). On the other hand, flue gases resulting  
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from complete combustion of almost pure natural 

gases (e.g. Iranian Mozduran sweetened natural gas 

contains 98.4% CH4) usually contain around 9% CO2 

when natural gas is burnt with 5% or more excess air. 

The experimental CO2 concentrations (1&5%) were 

selected to cover approximately the above specifica-

tions while meeting the CO2 flow-meter restrictions. 

Although several adsorption and membrane processes 

are recently used for CO2 separation purposes absorp-

tion processes are still more popular in this area Alka-

nolamines (such as DEA or MDEA) are usually used 

forefficient separation of carbon dioxide from various 

industrial gases. Packed towers usually provide higher 

mass transfer areas and lower pressure drops when 

compared to tray towers which are investigated the 
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absorption of carbon dioxide from nitrogen using 

MEA and MDEA solutions in a packed column under 

various operating conditions. A two parameter theo-

retical model was presented for describing the CO2 

absorption behavior. The proposed model was vali-

dated using test data. They concluded that “an in-

crease in the absorption load due to increased inlet 

CO2 concentration or gas flow rate leads to a much 

shorter breakthrough time. However, an increase in 

the amine concentration significantly enhances the 

CO2 absorption”. presented a theoretical model to 

investigate the effect of various operational parame-

ters on the performance of a regeneration packed col-

umn. The experimental data were then correlated to 

estimate the water evaporation rate from desiccant 

(CaCl2) at various operating conditions. They con-

cluded that “the water evaporation rate increases with 

increase of air and solution inlet parameters, namely, 

flow rate and temperature”. used a non-equilibrium 

heat and mass transfer model to describe the chemical 

absorption of ammonia, carbon dioxide and hydrogen 

sulfide in an aqueous solution containing sodium hy-

droxide, MEA and MDEA. The chemical reaction and 

its influence on mass transfer in the electrolyte system 

were accounted by enhancement factors. The calcula-

tion of the hydraulic parameters was based on stand-

ard correlations. The predictions of the mass transfer 

model were validated using experimental data. em-

ployed back propagation artificial neural networks to 

investigate the fault diagnosis in an ammoniaewater 

packed distillation column. The network was reported 

to perform satisfactorily on detection of the designat-

ed faults. The relative importance of various input 

variables on the output parameters was calculated by 

partitioning the connecting weights. The simulation 

results indicated that “bottoms temperature, overhead 

composition and overhead temperature are not much 

affected by the disturbances in feed rate, feed compo-

sition and vapor rate in the given range”. A complex 

computational mass transfer model (CMT) for model-

ing of chemical absorption processes in packed col-

umns. The model was able to consider heat effect for 

prediction of the concentration and temperature pro-

files as well as the velocity distributions. The present-

ed model coupled the computational fluid dynamics 

(CFD) with computational heat transfer (CHT). The 

model was successfully validated using borrowed ex-

perimental data collected from a 0.1 m ID and 7 m 

height pilot scale tower randomly packed with ½ inch 

ceramic Berl saddles. The column was used for chem-

ical absorption of CO2 from air by aqueous monoeth-

anolamine (MEA) solution at total pressure of 103.15 

kpa. Other sets of literature data collected from an 

industrial-scale packed column (1.9 m ID and 26.6 m 

height) randomly filled with 2 inch stainless steel Pall 

rings were also used for validation purposes. Chemi-

cal absorption of CO2 from natural gas was conduct-

ed using aqueous MEA solution.  

They argued that “the common viewpoint of assum-

ing constant turbulent mass transfer diffusivity (Dt) 

throughout the entire column is questionable, even for 

the small size packed columns”, since Dt varies along 

both axial and radial directions. In this article, the 

generalization performances of Multi Layer Percep-
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tron (MLP) and Radial Basis Function (RBF) artifi-

cial neural networks are compared together using a 

pilot-scale packed absorption column. The training 

data were collected by conducting several experi-

ments on absorption of CO2 from air using various 

DEA and MDEA solutions with different concentra-

tions. Two different points will be emphasized in this 

article: a) Superior performance of RBF networks 

(when equipped with proper regularization level) to 

MLP networks and conventional software’s for empir-

ical modeling of the absorption process. b) Providing 

experimental data for absorption of CO2 using a 

packed tower, which is quite limited and is essential 

for better analysis of the entire process.  

 

2. OVERVIEW OF NEURAL NETWORKS :- 

Neural networks generally consist of several 

interconnectedneurons in one or more hidden layers. 

They can be classified from different points of views 

such as the type of input transformation, their struc-

tural architecture and the type of learning algorithm. 

Neural networks may employ either projection or 

kernel based transformations to account for correla-

tion among the inputs. In the first transformation the 

inputs are projected on a single axis, the projection 

may be linear or non-linear. The McCulloch-Pitt neu-

ron, Perceptron and Adaline are examples of linear 

projections .In the second transformation, the norm 

(usually Euclidean) of the input vector with respect to 

a fixed point (center) is used.  

Radial basis function networks are the most 

popular examples of the kernel based input transfor-

mations  Neural networks are commonly classified 

based on their direction of signal flow into feed-

forward and recurrent networks. In a feed-forward 

network, signals flow from the input layer to hidden 

layer(s) and then to the output layer via unidirectional 

connections. The neurons are connected from one 

layer to the next but not within the same layer. These 

networks can most naturally perform static mappings 

between input and output spaces. In other words, the 

output of a feed-forward network at a given instant is 

only a function of its input at the same instant. In 

general, two different classes of single and multiple 

layer feed-forward network architectures can be iden-

tified. In its simplest form, a feed-forward network is 

constructed from an input layer of source nodes that 

are projected onto an output layer of computation 

nodes via synaptic weights. The “single-layer” desig-

nation refers to the output layer containing feed-

forward computation nodes (neurons). A linear asso-

ciative memory is an example of a single-layer neural 

network. The network associates an output pattern 

(vector) with an input pattern (vector), and the infor-

mation is stored in the network by virtue of the modi-

fications made to the synaptic weights of the network. 

 Multi-layer feed-forward neural networks 

contain one or more hidden layer(s), whose corre-

sponding computational nodes are called hidden neu-

rons or hidden units. The function of the hidden neu-

rons is to intervene between the external input and the 

network response.By adding one or more hidden lay-

ers, the network is enabled toextract higher order sta-

tistics (more information) by virtue of theextra set of 
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synaptic connections and increased neural interac-

tions.The ability of the hidden neurons to extract 

higher order statistics iscrucial for large input dimen-

sions. The neurons of each layer may beeither partial-

ly or fully connected to the neighboring layers.In a 

recurrent network, the outputs of some neurons are 

feedbackto the neurons of the same layer or to the 

nodes of thepreceding layers. The signals can there-

fore flow in both forwardand backward directions. 

Recurrent networks have dynamic memories, that is 

their outputs at a given instant reflect both the current 

input as well as past inputs and outputs.  

Due to their dynamic memory, recurrent neu-

ral networks are particularly suited for control appli-

cations and dynamic simulations. The learning algo-

rithm of a neural network deals with the adjustment of 

the network parameters and usually settles to solving 

an unconstrained or constrained optimization prob-

lem. The model representing the neural network may 

be linear, non-linear or a combination of both with 

respect to the network parameters. The merit function 

characterizing the network performance may depend 

on the inputs alone or both the inputs and the outputs. 

The former objective function leads to learning with-

out a teacher (unsupervised learning) while the latter 

objective requires a teacher to direct the learning (su-

pervised learning). The learning process of an unsu-

pervised network does not require target (measured) 

output(s).  

Only input patterns are presented to the net-

work during training. For a fixed architecture, the 

network automatically adapts the network parameters 

to cluster the input pattern into groups of similar fea-

tures.In many engineering applications we are con-

cerned with the estimation of an underlying trend (or 

function) from a limited number of input output data 

points with little or no knowledge of the form of the 

true function (truth). This problem is sometimes re-

ferred to as non-parametric regression, function ap-

proximation, system identification or inductive learn-

ing. In neural network parlance, it is usually called 

supervised learning. The underlying function is 

learned from the exemplars which a teacher supplies. 

The set of examples (the training set) contains ele-

ments that consist of paired values of the independent 

(inputs) and the dependent (outputs) variables. A su-

pervised learning algorithm adjusts the network pa-

rameters according to the differences between the 

measured response  and the network out-

puts  corresponding to a given input xi. Super-

vised learning requires a supervisor, to provide the 

target signals. 

 
Fig.1.Schematic representation of a feed-forward neu-

ral network. 
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3. EXPERIMENTAL SETUP 
A pilot scale packed column was used to col-

lect the required experimental data. Fig. 3.1 repre-

sents the schematic diagram of the packed tower and 

the corresponding auxiliary equipments. Two separate 

glass columns (ID ¼ 4.5 inches), one mounted over 

the other, and each one of them packed with 90 cm 

of¼ inches ceramic Rashig rings were used. A liquid 

re-distributor was assembled between the two packed 

sections. Sampling points were fitted at both ends of 

the column for collection of pressure drop data and 

concentration analysis purposes. An 80 L stainless 

steel solvent storage tank was used. The solvent and 

air rates were measured with separate glass rotameters 

prior to entering the tower. Large cylinders were used 

to provide the required carbon dioxide. The CO2 

streamwas also measured via a small rotameter before 

mixing with air and entering the tower. The Hempl 

apparatus (as shown in Fig.3.) was used to measure 

the carbon dioxide concentrations at inlet and outlet 

air streams. These measured concentrations were oc-

casionally verified (and corrected) by titrating both 

inlet and outlet solvent streams and using the compo-

nent mass balance around the packed sections 

 

Experimental data:- 

After calibration of the Hempl gas analyzer 

apparatus, various measurements of inlet and outlet 

gas concentrations were performed. The following 

operating variables were varied during the experi-

ments: U Type and solvent (DEA, MDEA and pure 

water), U Gas and liquid flow rates, U Concentrations 

of both solvents and gas streams. The small tempera-

ture fluctuations during each experiment were ignored 

and the average temperaturewas calculated using the 

initial and final conditions. The barometric pressure 

was close toone standard atmosphere for all experi-

ments. Figs. represent the collected data for various 

operating conditions as specified in the corresponding 

figures. The error bars were computed from the fol-

lowing equations using multiple measurements at se-

lected points  

 
Fig 2.  Schematic diagram of the pilot scale packed 

absorption system 
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Fig 3. Schematic diagram of the Hempl gas  

analyzer. 

 
For small CO2 concentrations of entering air streams 

and assuming constant total gas flow rate across the 

entire column, the percent CO2 absorbed from air was 

computed for both figures as following: 

 
 

Evidently, the outlet gas concentration increases by 

increasing the inlet CO2 mole fraction at constant 

solvent concentration as shown in Fig. 3. On the other 

hand, increasing the CO2 mole fraction of entering air 

(provided that all other conditions are kept constant) 

although increases the absorption rate (due to relative-

ly larger driving forces), however it may not neces-

sarily lead to higher percents of CO2 absorption.  

Actually, in most cases, the increase in mass 

transfer rate is much smaller than the increase in in-

letconcentration due to limitations of equilibrium 

concentrations (or limited solvent capacity). In such 

cases, the percent of CO2 absorption will decrease 

with increase in the CO2 mole fraction of entering air. 

Evidently, the absorption capacity of the solvents in-

creases by increasing the DEA or MDEA concentra-

tions of the enteringsolutions. Furthermore, since 

DEA is much stronger alkali compared to MDEA, 

hence, DEA solutions are able to absorb morecarbon 

dioxide than MDEA solutions (at constant sol-

ventconcentrations). 

 

4. HYSYS AND ASPEN SIMULATION   

RESULTS 

The pilot scale process illustrated in Fig. 1 

was simulated using HYSYS and Aspen technical 

software. Various built in thermodynamic packages 

were tried during the simulations. Fig. 5 shows two 

predicted simulated concentration profiles across the 

packed section computed by HYSYS and Aspen. Ta-

ble 1 provides a comparison between the measured 

outlet concentrations and the nearest simulation re-

sults using the most appropriate thermodynamic 

package for each case. Although both softwares failed 

to predict proper outlet concentrations, however, As-

pen program provides relatively more realistic results.  

Traditional simulation methods such as HY-

SYS or Aspen software’s always use predefined mod-
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els for their property estimations and they can be 

modified usually by introducing adequate interactions 

parameters for a fixed set of components. The selec-

tion of proper interaction parameters from mere ex-

perimental data can be achieved by resorting to a trial 

and error procedure which is very time consuming 

and in most cases it is almost impractical. On the oth-

er hand, the empirical models such as RBF or MLP 

networks are designed to use directly the measured 

data and provide the required non-linear multivariate 

interpolation as the output or response. 

4.1 Neural network simulation results 

The entire collection of experimental data pre-

sented in Figs. 3 and 4 for CO2 outlet concentrations 

and percentage of absorbedCO2 were used to train 

both MLP and RBF networks. 

By definition, the RBF regularization network em-

ploys the same number of neurons as the data points. 

For better comparison of both networks performanc-

es, the number neurons of MLP networks were kept 

equal to the number of training exemplars. The regu-

larization network was completely self-sufficient and 

did not require any initial values for its linear and 

non-linear 

parameters. As it was mentioned in the theoretical 

section, these networks use all the input data as their 

centers. Furthermore, our in-house optimization tech-

nique  was used to select the optimal value of iso-

tropic spreads at each case, separately. The leave one 

out cross validation (LOOCV or CV in brief) criterion 

was also employed to provide the optimum level of 

regularization for a given set of centers and the opti-

mal isotropic spread. In contrast, the MLP networks 

performances completely depended on the set of ini-

tial values selected for their synaptic weights. In this 

work, various initial synaptic values were tried for 

each training data set and then the best values were 

selected based on visual considerations. Evidently, the 

above procedure for training of MLP networks is 

much more time demanding than the previously de-

scribed straightforward method for training of Regu-

larization networks. 

Fig. 4 compare the recall and generalization perfor-

mances of optimally regularized RBF networks with 

the best 

 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 5, May-2013                                                                    1798 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

 
Fig 4. Sample simulation results for packed tower 

concentration profile (left: Aspen, right: HYSYS). 

Table 1 

Comparison of HYSYS and Aspen simulation results 

with measured CO2outlet concentrations for sample 

DEA and MDEA solvents. 

 
 

5.  CONCLUSION 
 

The experimental data collected in this article 

was used as an influential tool to improve our 

understandings of the packed absorption pro-

cesses especially the absorption of CO2 from 

air by various alkanolamine solutions. The 

simulation results presented here show that 

both HYSYS and Aspen software may per-

form in adequately or prediction of CO2 con-

centrations profiles across the packed column. 

This failure emphasizes the complex behavior 

of the process. As an alternative approach, the 

performances of two well known classes of ar-

tificial neural networks were compared to-

gether using the collected experimental data. It 

was clearly illustrated that the Regularization 

networks provide more reliable generalization 

performances compared to MLP networks. 

The superior performance of RBF networks 

was due to their solid theoretical foundations 

and their strong noise filtering capabilities. 
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